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## Overview

In this talk, we will begin by fixing a tridiagonal pair $\left(A, A^{*}\right)$ on a vector space $V$, and we will define the notion of an $A$-like element of $\operatorname{End}(V)$. In order to simplify the situation, we will introduce certain assumptions about the type of the tridiagonal pair $\left(A, A^{*}\right)$.

## Overview

In this talk, we will begin by fixing a tridiagonal pair $\left(A, A^{*}\right)$ on a vector space $V$, and we will define the notion of an $A$-like element of $\operatorname{End}(V)$. In order to simplify the situation, we will introduce certain assumptions about the type of the tridiagonal pair $\left(A, A^{*}\right)$.
$A$-like maps form a subspace of $\operatorname{End}(V)$. We will provide a description of this space using certain decompositions of the underlying space $V$. Part of the task will be to decompose the space of $A$-like maps into smaller pieces and describe these pieces carefully. In the process we will obtain a basis for the space of $A$-like maps.
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We will then look at this space from a different point of view, but in order to do so, we will first recall a certain Lie algebra, and we will discuss how some of its representation theory applies to our TD pair $\left(A, A^{*}\right)$.

Finally, we will consider a special basis for the underlying space $V$ and state some results that relate this basis to the space of $A$-like maps.

Throughout this talk $\mathbb{F}$ denotes an algebraically closed field with characteristic 0 , and $V$ a nonzero finite-dimensional vector space over $\mathbb{F}$.
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The sequence $\left(\rho_{0}, \rho_{1}, \ldots, \rho_{d}\right)$ is known as the shape of the tridiagonal pair.
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## Definition

We say that our tridiagonal pair $\left(A, A^{*}\right)$ has Krawtchouk type whenever $\{2 i-d\}_{i=0}^{d}$ is a standard ordering of the eigenvalues of both $A$ and $A^{*}$.

From now on, we assume ( $A, A^{*}$ ) has Krawtchouk type, with diameter $d=2$, and shape $(1,2,1)$.

In some sense, this is the smallest, simplest kind of TD pair that is not a Leonard Pair.
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It is not difficult to check that the above two decompositions of $V$ are dual to one another with respect to this bilinear form.
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In order to do this, we first recall a certain Lie algebra over $\mathbb{F}$, and we discuss how some of the representation theory known about it applies to our TD pair $\left(A, A^{*}\right)$.

The Tetrahedron Algebra (Hartwig and Terwilliger)

## Definition

Let $\boxtimes$ denote the Lie algebra over $\mathbb{F}$ that has generators

$$
\left\{x_{i j} \mid i, j \in \mathbb{I}, i \neq j\right\} \quad \mathbb{I}=\{0,1,2,3\}
$$

and the following relations:
(i) For distinct $i, j \in \mathbb{I}$,

$$
x_{i j}+x_{j i}=0
$$

(ii) For mutually distinct $i, j, k \in \mathbb{I}$,

$$
\left[x_{i j}, x_{j k}\right]=2 x_{i j}+2 x_{j k}
$$

(iii) For mutually distinct $i, j, k, \ell \in \mathbb{I}$,

$$
\left[x_{i j},\left[x_{i j},\left[x_{i j}, x_{k l}\right]\right]\right]=4\left[x_{i j}, x_{k l}\right]
$$
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Hartwig showed that there is a bijection between the set of isomorphism classes of Krawtchouk type TD pairs and the set of isomorphism classes of finite-dimensional irreducible $\boxtimes$-modules. The 4-dimensional vector space $V$ we are considering affords an action of $\boxtimes$, and the actions of $A$ and $A^{*}$ correspond to the actions of $x_{12}$ and $x_{03}$ respectively.
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Similarly, $A^{*}$ acts as $x_{03}$ on each of the 2-dimensional spaces, and it acts on $V$ as $A^{*} \otimes I+I \otimes A^{*}$.
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Then there exists a basis $B_{1}$ for $W_{1}$ and a scalar $a$, with respect to which the actions of $A$ and $A^{*}$ are

$$
A:\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), A^{*}:\left(\begin{array}{cc}
0 & a \\
1 / a & 0
\end{array}\right)
$$

and there exists a basis $B_{2}$ for $W_{2}$ and a scalar $b$, with respect to which the actions of $A$ and $A^{*}$ are

$$
A:\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), A^{*}:\left(\begin{array}{cc}
0 & b \\
1 / b & 0
\end{array}\right)
$$

If we tensor the bases $B_{1}$ and $B_{2}$ together, we can form a basis $C$ for $V=W_{1} \otimes W_{2}$ with respect to which the actions of $A$ and $A^{*}$ are as follows:

$$
A:\left(\begin{array}{llll}
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0
\end{array}\right), A^{*}:\left(\begin{array}{cccc}
0 & a & b & 0 \\
1 / a & 0 & 0 & b \\
1 / b & 0 & 0 & a \\
0 & 1 / b & 1 / a & 0
\end{array}\right)
$$

If we tensor the bases $B_{1}$ and $B_{2}$ together, we can form a basis $C$ for $V=W_{1} \otimes W_{2}$ with respect to which the actions of $A$ and $A^{*}$ are as follows:

$$
A:\left(\begin{array}{llll}
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0
\end{array}\right), A^{*}:\left(\begin{array}{cccc}
0 & a & b & 0 \\
1 / a & 0 & 0 & b \\
1 / b & 0 & 0 & a \\
0 & 1 / b & 1 / a & 0
\end{array}\right)
$$

Theorem
Each vector of the basis $C$ is an eigenvector for the commutator $\left[A, A^{*}\right]=A A^{*}-A^{*} A$.

## Other Elements of $L$

The maps $A \otimes I$ and $I \otimes A$ are elements of $L$. With respect to the basis $C$, they are represented by the following matrices

$$
A \otimes I:\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right), I \otimes A:\left(\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right)
$$

## Other Elements of $L$

Let the scalars $s$ and $c$ be defined as follows:

$$
s=-\frac{1}{2}\left\{\frac{(a+1)(b+1)}{(a-b)}\right\}^{2}, c=\left(\frac{a b-1}{a-b}\right)^{2}
$$

## Other Elements of $L$

Let the scalars $s$ and $c$ be defined as follows:

$$
s=-\frac{1}{2}\left\{\frac{(a+1)(b+1)}{(a-b)}\right\}^{2}, c=\left(\frac{a b-1}{a-b}\right)^{2}
$$

Let $X_{c}=I+s\left(X^{-}+X^{+}\right)$. Then $X_{c}$ is $A$-like, and with respect to the basis $C$, it is represented by the matrix

$$
X_{c}:\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 1-c & c & 0 \\
0 & c & 1-c & 0 \\
1 & 0 & 0 & 0
\end{array}\right)
$$

Note that the set $\left\{I, A \otimes I, I \otimes A, X_{c}\right\}$ is a linearly independent set of elements of $L$, so this is a basis for $L$.

## Definition

Let $\eta$ be the first element of the basis $C$.
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Theorem
For each element $v$ of the basis $C$, there exists a unique $A$-like map $f$ such that $f(\eta)=v$.
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Theorem
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## Definition

Let $\varphi_{\eta}$ be the evaluation map

$$
\varphi_{\eta}: L \rightarrow V \text {, defined by } \varphi_{\eta}: f \mapsto f(\eta)
$$

## Definition

Let $\eta$ be the first element of the basis $C$.
Theorem
For each element $v$ of the basis $C$, there exists a unique $A$-like map $f$ such that $f(\eta)=v$.

## Definition

Let $\varphi_{\eta}$ be the evaluation map

$$
\varphi_{\eta}: L \rightarrow V \text {, defined by } \varphi_{\eta}: f \mapsto f(\eta)
$$

## Corollary

The map $\varphi_{\eta}: L \rightarrow V$ is an isomorphism of vector spaces.

